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It has been shown very recently that the symmetric binary perceptron (SBP)
exhibits an extreme form of clustering at all positive densities: almost all of
its solutions are singletons separated by large distances. This suggests that
finding a solution is likely to be computationally intractable. At the same
time, SBP admits polynomial-time algorithms succeeding at low enough den-
sities. This conundrum challenges the view that clustering implies algorith-
mic hardness. In this paper, we conduct a different landscape analysis to
understand the true algorithmic tractability of this problem. Guided by sta-
tistical physics insights, we show that SBP exhibits the multi Overlap Gap
Property (m-OGP), an intricate geometric property known to be a rigorous
barrier for large classes of algorithms. Our analysis shows the m-OGP thresh-
old (a) is well below the satisfiability threshold; and (b) is nearly tight: up
to poly-logarithmic factors, it matches the best algorithmic threshold. We
then leverage the m-OGP to establish that any sufficiently stable algorithm
(appropriately defined) fails to find a satisfying solution. Our hardness result
for the stable algorithms is based on Ramsey Theory from extremal combi-
natorics and is of independent interest. The most technically involved part of
this work is establishing the stability of the known algorithms, which unlike
in several prior models, do not appear to fall into the class of low-degree
polynomials. Joint work with David Gamarnik, Will Perkins, and Changji
Xu.


